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Abstract—Recent works on energy-minimal dataflow architec-
ture executed on coarse-grained reconfigurable array (CGRA)
sacrifices area and performance for better energy efficiency,
which open up opportunities for better hardware utilization and
greater performance. We propose dividing dataflow graphs into
Dataflow Blocks as the basic module for scheduling instructions
to be time-multiplexed. Our preliminary results show a 2.5x
increase in performance per area compared to a state-of-the-
art CGRA, RipTide, based on simulation results. Therefore, we
believe our full-stack work that spans from C code compilation
down to hardware modifications has great potential to increase
the performance per area for arbitrary code execution on energy-
minimal CGRAs.

I. INTRODUCTION AND RELATED WORKS

Extreme edge device deployment on chip-scale satellites,
wildlife monitoring and medical devices are expected to
operate on ultra-low power (<1mW) for years [3, 11, 15].
Given the low energy budget and diverse applications extreme-
edge processing needs to accommodate, the computer platform
should be energy efficient, programmable, and as performant
as possible [7].

The CGRAs, consisted of a grid of processing elements
(PEs) connected by on-chip networks (NoC), which is a good
execution platform for energy-minimal dataflow architecture.
Prior CGRA-based energy-minimal dataflow architectures [4,
6] avoid control and data movement overheads intrinsic to von
Neumann architecture, allowing operands to fire in-order upon
data arrivals. Unlike application-specific integrated circuits
(ASICs), the programmability of CGRAs allow computations
in diverse applications (e.g. machine learning, signal process-
ing) [5] with multiple generations of algorithmic updates [8].

Previous CGRAs [1, 9, 13, 16] use time-multiplexing to
improve performance, but at the cost of programmability or
energy efficiency, making them unsuitable to extreme edge
computing. HyCUBE [9], REVAMP [1], ULP-SRP [10], IPA
[2] execute statically scheduled instructions, allowing both
spatial and temporal instruction mapping to PEs to increase
performance. However, their applications are limited to inner
loop kernel accelerations.

While Revel [16] and Fifer [13] did address nested loops and
other irregular control, they either employs energy draining
queues for inter-stage data transfers [13] or dataflow PEs with
costly instruction buffers and register files [16]. Thus, they are
not suitable for energy-minimal edge computing.

The state-of-art energy-minimal order-dataflow CGRA ar-
chitecture, RipTide, has the ability to execute arbitrary code

Fig. 1. Dataflow Block partition on a toy nested loop example. With the
introduction of modular time-multiplexing, the number of PEs required on
the CGRA shrink from 6 to 2.
written in C. RipTide adopts many techniques that trade area
and performance for energy efficiencies. As a result, RipTide
reduces energy so much that it is unable to use all available
energy in certain environments [3] (e.g. from a solar panel
under direct sunlight). Hence, it makes sense to ask: how can
we improve performance with a small cost in energy?

One key energy saving technique RipTide uses is map-
ping only one operand to each PEs to avoid reconfiguration.
Scheduling instructions across space but not time introduces
spatial inefficiency that ultimately hurts area and performance.
In nested loop examples shown in Fig 1, the instructions
corresponding to the outer loop execution are left idle while
waiting for the inner loop execution to finish. Thus, we believe
introducing time-multiplexing to RipTide will render perfor-
mant CGRA edge processor that has the programmability
to execute arbitrary code written in C. Time-sharing PEs
can also decrease the number of PEs needed for execution,
fitting complex programs that previously need larger fabrics
or allowing multi-tenancy.

We propose a compiler and architecture co-design that
divides a DFG of any arbitrary program into Dataflow Blocks
in the compiler. Within each Dataflow Block, we further group
instructions into stages that specify what instructions will be
time-multiplexed to the CGRA upon reconfiguration. During
execution, the architecture rotates between stages within a
block until it runs out of work to do. Static-routed NoC is
chosen for the execution model for energy efficiency.

While the TRIPS processor [12, 14], a VLIW-dataflow
hybrid also partitions programs to large hyperblocks for exe-
cution, hyperblocks statically schedules instructions. Dataflow
Blocks, on the other hand, simply rotates instructions within a
block, allowing data and control dependencies to guide the
execution. On top of that, software pipelining in Dataflow



Fig. 2. Limit study shows dmv execution with stages of periodicity.
Blocks is much simpler given that operation scheduling is
handled in a distributed fashion due to dataflow firing rule.

II. PRELIMINARY STUDIES AND SIMULATION RESULTS

Our preliminary study is done on a Python simulator, dataflow-
sim, which is a high-level abstraction of RipTide. It removes
the complexity of implementing routing and NoC and esti-
mates PE utilization and execution time.

To start with, we run a limit study to answer two questions:
1. What is the number of PEs needed to run workloads
if routing and PE placements are not considered? 2. Given
enough PE resources, what does the ideal execution pattern
look like?

The result of the limits study shows two insights: 1. Program
execution time has diminishing returns as the number of
available PEs increase. 2. At different stages of execution,
predominately marked by control branching (e.g. loop bound-
aries), the instructions firing trend displays a repeated pattern
with certain initiation interval (II), as shown in Fig 2.

Therefore, we propose a compiler and architecture co-design
that divides an DFG of any arbitrary program into ”stages”
using a compiler. We group the instruction in the ”stages” as
Dataflow Blocks. Instruction scheduling is performed inside of
the Dataflow Blocks to emulate the repeated instruction firing
pattern suggested by limit study.

We manually divide DFG into Dataflow Blocks and pro-
grammed a simple instruction scheduler. The runtime sched-
uler in the simulator starts by mapping a Dataflow Block onto
the fabric and executes by rotating stages in a Round-Robin
fashion until the whole Dataflow Block runs out of work
to do. There are two options for deciding which Dataflow
Block should execute next. Current simulation results show
that for simple nested for loops, the Round-Robin execution
order is sufficient. However, as we run into more complicated
workloads with complex control, it might make sense to
choose the Dataflow Blocks with most work to do. The amount
of work a Dataflow Block needs to do is based on the number
of instructions in the Dataflow Block that are ready to be fired.

Simulation results show that a reasonable Dataflow Blocks
partition and instruction scheduling gives us close to ideal per-
formance per area, exceeding the baseline RipTide implemen-
tation by 2.5x. Fig 3 shows the performance comparison for
dmv with different scheduling and hardware support generated
by the simulator. The ideal performance will require PE-level
time-multiplexing, which is too energy-consuming for edge
computing. However, Dataflow Blocks allow the performance
for static-routed coarse-grain time-multiplexing to be almost
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Fig. 3. simulation results for dmv. Area is estimated based on the number
of PEs needed for execution.

as good.

III. FUTURE DESIGN AND IMPLEMENTATIONS

We plan on continuing the exploration of Dataflow Block
partition and scheduling algorithms using the simulator. Once
we narrow down the selection of compiler and architecture
design, RTL synthesis will be performed. We leverage RipTide
as our baseline, which has a compiler that generates dataflow
graphs and a 6x6 CGRA fabric synthesized in Intel 22FFL
for execution. In the below subsections, we discuss detailed
compiler and architecture changes we will be working on in
the near future.

A. Compiler Design
At the end of DFG generation, the compiler is expected to
estimate the maximum number of PEs needed to execute
a workload by identifying the critical path and maximum
dependency width.

Meanwhile, the Dataflow Blocks should be indicated. Back
edges, control operators on the graph are keys elements for
us to identify Dataflow Blocks. This is because they signal
the boundaries of loops, which can be software pipelined. We
are also considering profile-guided compilation, especially for
aiding us through identifying Dataflow Blocks on workloads
with complicated controls.

Within a dataflow block, list scheduling and software
pipelining techniques are used to assign instructions to PEs
based on the maximum number of PEs needed. This will result
in stages, which are groups of instructions mapped to PEs.
The length of each stage does not exceed the number of PEs
allocated but should be maximized.

B. Hardware Modification
Homogenizing PE functionalities is required for time-
multiplexing support. Banks should also be added to PEs for
storing the instructions lists in the current Dataflow Block.
The NoC needs to have store control flow filters and routing
connections in its banks. We will add selectors to point to the
right stage when reconfiguration to the whole fabric happens.

C. Evaluation
We will use Cadence Xcelium for correctness verification and
performance measurement. Cadence Joules will be used for
power estimation.

We plan on comparing our performance and energy data
with the baseline RipTide, especially with workloads that have
irregular loops, nested loops and control heavy workloads
(e.g. dmv, dmm, fft, bfs, SpMV, etc.). On top of that,
a quantitative comparison with HyCUBE, REVAMP, Fifer,



Revel in terms of MOPS/mW and applications supported is
intended to be the evaluation scope.
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